![](data:image/png;base64,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)

Sistemi e Architetture Big Data

Progetto 2 - A.A. 2020/2021

Studenti: Valerio Cristofori - 0300313

Tiziano Taglienti - 0304926

**Introduzione**

Lo scopo del progetto è rispondere a tre query su un dataset che riguarda dati provenienti da dispositivi *Automatic Identification System* (AIS) per scambiare informazioni riguardo il traffico di navi e garantire sicurezza in mare.

Il file csv in esame contiene i dati geo-spaziali di interesse e viene processato seguendo la struttura dell’analisi in tempo reale.

Il progetto è stato sviluppato da un gruppo di due persone, in linguaggio Java e in ambiente Linux.

La piattaforma su cui è stato realizzato il progetto e su cui sono stati analizzate le metriche di latenza e throughput è un nodo standalone con sistema operativo basato su Linux, con 8 GB di RAM a disposizione e un processore AMD a 4.4GHz.

Per l’organizzazione del progetto è stata inizializzata una repository su GitHub.

(diciamo che abbiamo iniziato con storm? Forse nella relazione si può scrivere)

* Per processamento real time, scelto flink invece di storm perché:
  + Storm è un procesore di flusso di dati senza funzionalità batch.
  + Entrambi hanno l’obiettivo di elaborare flussi a bassa latenza mediante trasferimenti di dati in pipeline.
  + Flink offre un’API di livello più elevato rispetto a Storm – invece di implementare la funzionalità di un bolt con uno o più lettori e collezionisti, l’API Datastream di Flink fornisce funzioni come Map, GroupBy, Window e Join. Molte di queste funzionalità devono essere implementate manualmente quando si utilizza storm.
  + Differenza nell’elaborazione della semantica: storm garantisce elaborazione at least once, mentre flink è exactly once
  + Backpressure: lo streaming runtime di flink si comporta bene quando diversi operatori vanno a velocità diverse
  + User-defined state: flink permette ai programmi di mantenere uno stato personalizzato negli operatori. Può essere usato nel checkpointing per tolleranza ai guasti.
  + Streaming windows: il sistema di windowing di flink è potente e supporta molti tipi di finestre.

Oltre ad Apache Flink è stato utilizzato Kafka […]

– se mettiamo redis scrivere perché utilizzato redis.

**Architettura del sistema**

È stato usato un Docker compose per impostare i broker relativi a Kafka e per abilitare la connessione al server ZooKeeper.

Nel file *docker-compose.yml* si configura un ambiente che assicuri che il server ZooKeeper inizi sempre prima del server Kafka e si fermi dopo di esso. Nel nostro caso, il server ZooKeeper è in ascolto sulle porte 2181, 2888 e 3888 e sarà esposto sulle stesse porte per ogni client in esecuzione sull’host.

Inoltre, nello stesso ambiente, viene creato un cluster multi-node Kafka con tre nodi broker, assicurandosi che i container name siano univoci. Con la stessa logica usata per ZooKeeper, i *kafka\_broker* sono in ascolto sulla porta 9092.

– se mettiamo redis scrivere qualcosa su redis che sta nel docker-compose

È stata fatta questa scelta per […] (Facilitare sviluppo dell’applicazione in un ambiente locale? Focus sull’interazione tra i due framework? Forse 3 se aggiungiamo redis?).

Diverse fasi: acquisizione dati real time, trasformazione, analisi, come vanno in output i dati.

come salvo cose su Results

--- aggiungere screen dei DAG (o qua o per ogni query)

**Logica applicativa di Flink**

Lo scopo del progetto è quello di risolvere le tre query, analizzando i dati presi dall’AIS nel Mar Mediterraneo. Per lo svolgimento della logica applicativa, l’area marittima di interesse viene delimitata da una *Mappa* suddivisa in 10 settori per la latitudine e 40 settori per la longitudine.

Questa struttura aiuta a riconoscere le celle, tramite un indice univoco, nell’evoluzione delle query.

Prima di tutto, il dataset è stato ordinato sulla base del timestamp, come richiesto.

Prima query: cosa chiede, procedimenti, risultati finali

La prima query richiede di calcolare, per ogni cella del Mediterraneo Occidentale, il numero medio giornaliero di navi militari, navi per trasporto passeggeri, navi cargo e altre navi, calcolandolo in 7 giorni e in un mese di event time. Le navi vengono distinte in base al valore del loro SHIP\_TYPE.

Ai dati in ingresso viene applicata una funzione di *map* che restituisce solo le colonne di interesse dei record analizzati.

Inizialmente il flusso dei dati viene filtrato, per considerare solo le tuple che fanno riferimento a navi che si trovano nel Mediterraneo Occidentale, eseguendo un controllo sulla longitudine.

In secondo luogo si ottiene una *WindowedStream* attraverso delle trasformazioni di *keyBy* e *window* sui dati filtrati precedentemente. Questa operazione viene fatta distinguendo l’event time, utilizzando un *WeekWindowAssigner* o un *MonthWindowAssigner*.

Successivamente i dati vengono aggregati […] per poi essere mappati tramite una funzione che usa uno *StringBuilder* per costruire il risultato nella forma richiesta, il quale contiene il timestamp relativo all’inizio del periodo su cui è stata calcolata la media giornaliera, l’identificatore della cella e, per ogni tipo di nave, la media calcolata.

Il risultato finale è input di una funzione *addSink*, che richiama una funzione sink personalizzata (Flink ha dei connettori verso Kafka che sono implementati come funzioni sink). Kafka si integra con il meccanismo di checkpointing di Flink per offrire una semantica di processamento exactly-once.

Per la seconda query bisogna fornire una classifica delle tre celle più frequentate nelle fasce orarie 00:00-11:59 e 12:00-23:59, distinguendo i risultati per il Mediterraneo Orientale e Occidentale. Il grado di frequentazione indica il numero di navi diverse che attraversano la cella.

Dopo una prima analisi dei dati, si prendono gli identificatori dei viaggi per ogni cella e fascia oraria, tramite tumbling window. Poi i dati vengono aggregati […] e suddivisi in coppie dove la stringa corrisponde all’id della cella e l’intero si riferisce all’ora del giorno.

Viene di nuovo applicata una trasformazione *window* facendo una distinzione tra i due event time di una settimana e di un mese, per poi dare in pasto la *firstWindowedStream* a una funzione di reduce, con lo scopo di calcolare il grado di frequentazione totale di ogni cella per ogni fascia oraria.

In seguito viene suddiviso il flusso in base al tipo di mare, sempre grazie a un controllo sul valore della longitudine, per poi creare un’ultima *WindowedStream* e aggregare i dati […].

Infine i dati vengono mappati, come per la prima query, in modo da creare un output che contenga il timestamp e la classifica delle tre celle più frequentate per ogni fascia oraria.

Anche in questo caso al risultato viene applicata la funzione *addSink* personalizzata che chiama un Producer Kafka e garantisce la semantica exactly-once.

La terza e ultima query chiede di calcolare una classifica in tempo reale dei cinque viaggi con maggiore distanza percorsa. Questa viene calcolata aggiornando la distanza euclidea ogni volta che varia la posizione della nave in uno stesso viaggio.

Dopo aver creato una *WindowedStream* per intervalli di tempo pari a un’ora e due ore, i dati vengono aggregati sommando le distanze percorse da ciascun viaggio, ottenendo una stream di trip. Successivamente, per realizzare la classifica dei viaggi con distanza percorsa maggiore, si crea una *AllWindowedStream*, sempre tenendo in considerazione i due event time distinti. Ora i dati vengono aggregati [...Ranking Trip…] e si forma, come risultato, una stringa che contiene il timestamp e la classifica dei cinque viaggi con il punteggio di percorrenza maggiore.

[come viene calcolata la DISTANZA]

Come per le query precedenti, tramite la funzione *addSink*, Flink comunica con Kafka che gestisce il topic e garantisce una semantica exactly-once.

In ogni query misuro metriche (latenza e throughput) con REST API (sperando che funzioni)

**Considerazioni**

**Riferimenti**

REST API: <https://ci.apache.org/projects/flink/flink-docs-release-1.13/docs/ops/rest_api/>

https://ci.apache.org/projects/flink/flink-docs-release-1.13/docs/ops/metrics/#rest-api-integration

https://ci.apache.org/projects/flink/flink-docs-release-1.13/docs/ops/metrics/